Graph-regularized tensor robust principal component analysis for hyperspectral image denoising
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In this paper, we have developed a novel model that is named graph-regularized tensor robust principal component analysis (GTRPCA) for denoising hyperspectral images (HSIs). Incorporating spectral graph regularization into TRPCA makes the model more accurate by preserving local geometric structures embedded in a high-dimensional space. Based on tensor singular value decomposition (t-SVD), we introduce a general tensor-based alternating direction method of multipliers (ADMM) algorithm which can solve the proposed model for denoising HSIs. Experiments on both the synthetic and real captured datasets have demonstrated the effectiveness of the proposed method.
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1. INTRODUCTION

Hyperspectral images (HSIs) play an important role in many fields, such as precision agriculture, remote sensing, surveillance, etc. However, the captured hyperspectral images may be corrupted by different noise, which severely degrades the quality of the HSI and brings difficulties in data classification and extraction of useful information. HSI denoising has drawn increasing attention in recent years [1–6].

There are mainly two kinds of state-of-the-art methods for HSI denoising: the 2D extended approach [7–9] and the tensor-based approach [3,10,11]. The 2D extended approach regards each band of the HSI as a 2D image. The existing 2D image denoising methods can be applied band by band directly, e.g., block-matching and 3-D filtering (BM3D) method [7]. This extension, however, neglects the intrinsic properties of HSIs and generally cannot attain good performance in practical applications. Another reasonable extension is the patch-based image denoising methods, which take the small local patches of the image into consideration. By building 3D cubes of the HSI instead of 2D patches of a traditional image, the corresponding 3D-cube-based HSI denoising algorithm can then be constructed, e.g., BM4D [8]. The deficiency of these methods is that they neglect the useful global correlation along spectrum (GCS) [11] underlying the HSI. To overcome this problem, a tensor-based approach implements the HSI denoising by applying tensor factorization techniques to the HSI third-order tensor (i.e., two spatial and one spectral dimensions). Liu et al. [3] designed the parallel factor analysis (PARAFAC) method by utilizing parallel factor analysis. Renard et al. [10] presented a low-rank tensor approximation method by employing the Tucker decomposition. Tensor dictionary learning (TDL) [11] took both GCS and the nonlocal self-similarity across space (NSS) [11] into account for denoising. Existing tensor-based approaches unfold tensors into matrices and then solve the problem by manipulations on these unfolded matrices [12,13]. However, such matricization fails to exploit the intrinsic HSI data structure (it means that the HSI data is global correlation along spectrum and nonlocal self-similarity across space) and often leads to suboptimal procedure.

Motivated by the success of low-rank presentation and manifold learning in image processing [14], we develop a novel tensor robust principal component analysis (TRPCA) model for the task of HSI denoising by incorporating graph regularization to alleviate this issue. Both GCS and NSS of HSI data are considered by incorporating the graph regularization into TRPCA [15]. On the one hand, owing to the high spectral correlation among the ground-truth subimages in different bands [14,16], the useful information can be assumed to lie in several low-dimensional linear subspaces, i.e., the tensor of HSI data is low rank. On the other hand, a nearest neighbor graph [17–19] is built to model and enforce to preserve the local structural information of the HSI data during the denoising process. In contrast, most existing denoising methods seldom consider...
this local geometrical structure, which is also very important to preserve the useful information. Graph regularization methods are proposed to model the high-dimensional data samples in a more accurate way and preserve local geometric structures embedded in a high-dimensional space. So, we propose a novel framework called graph-based tensor robust principal analysis (GTRPCA) for HSI denoising. Figure 1 is an illustration of GTRPCA. Our proposed model can be formulated as follows:

\[
\min_{\mathcal{L}, \mathcal{S}} \| \mathcal{L} \|_* + \lambda \| \mathcal{S} \|_1 + \gamma \text{Re}(\mathcal{G}) \quad \text{s.t.} \quad \mathcal{X} = \mathcal{L} + \mathcal{S},
\]

where the sparse outliers in the data are modeled by \( \mathcal{S} \), and \( \mathcal{L} \) is the low-rank tensor approximation of \( \mathcal{X} \) (i.e., HSI data). Parameters \( \lambda \) and \( \gamma \) control the amount of sparsity of \( \mathcal{S} \) and smoothness of \( \mathcal{L} \) on the graph \( \mathcal{G} \), respectively. We will specifically introduce our model in Section 3.

The main contributions of this paper are summarized as follows:

- We developed a novel graph-based tensor RPCA model, namely GTRPCA, to effectively recover the noisy HSI. The model not only exploits the high spectral correlation between the observations at different spectral bands, but also preserves the intrinsic local structure of the original hyperspectral data.
- An alternating direction method of multipliers (ADMM)-based algorithm is designed to effectively solve the HSI denoising optimization problem under tensor singular value decomposition (t-SVD)-based low-rank tensor constraint.
- We conduct our method on the extensive evaluation of several challenge datasets, where an obvious improvement over the state-of-the-art approaches is achieved.

The rest of this paper is organized as follows. Section 2 provides an overview of t-SVD. GTRPCA and a corresponding convex optimization algorithm are given in Section 3. In Section 4 we demonstrate the experiments of denoising hyperspectral images based on our model. Finally, the conclusion is provided in Section 5.

2. PRELIMINARIES

In this section, we introduce the tensor notations used throughout the paper and the preliminaries as proposed in [20–22].

First, we introduce the notations and give the basic definitions used throughout the paper. We denote tensors by bold upper italic letters, e.g., \( \mathbf{X} \). Matrices are denoted by bold upper case letters, e.g., \( \mathbf{X} \). Vectors are denoted by lower case letters, e.g., \( x \). For a third-order tensor \( \mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), we denote its \((i, j, k)\)-th element as \( X_{ijk} \) or \( x_{ijk} \) and use the notation \( \mathbf{X}(i, \cdot, \cdot), \mathbf{X}(\cdot, j, \cdot), \mathbf{X}(\cdot, \cdot, k) \) to denote the \( i \)-th horizontal, lateral, and frontal slice, respectively. Generally, the frontal slice \( \mathbf{X}(\cdot, \cdot, i) \) is denoted compactly as \( \mathbf{X}^{(i)} \), \( \mathbf{X}(i, \cdot, j), \mathbf{X}(i, \cdot, j), \) and \( \mathbf{X}(i, j, \cdot) \) denote the model-1, model-2, and model-3 tubal (tubal is a 1D section defined by fixing all indices but one [23]). \( \mathbf{X}_f = \text{fft}(\mathbf{X}, [], 3) \) denotes the Fourier transform along the third dimension; in the same fashion, we can also compute \( \mathbf{X} \) from \( \mathbf{X}_f \) via \( \text{ifft}(\mathbf{X}_f, [], 3) \) using the inverse fast Fourier transformation (FFT).

Before introducing the t-SVD and its derived tensor unclear norm (as defined by Definition 4), the new tensor-tensor product is defined based on an important concept, block circular matrices [22] (bcirc(\( \mathbf{X} \))), which can be regarded as a new matrixization of a tensor. Reference [22] also defines the block-based operators, the block vectorizing \( \text{bvec}(\mathbf{X}) \) and its opposite operation \( \text{bdvec}(\text{bvec}(\mathbf{X})) = \mathbf{X} \), the block diagonal matrix and its opposite operation \( \text{bdiag}(\text{bdvec}(\mathbf{X})) = \mathbf{X} \).

We also define the following block-based operators, the block vectorizing and its opposite operation:

\[
\text{bcirc}(\mathbf{X}) := \begin{pmatrix}
\mathbf{X}^{(1)} & \mathbf{X}^{(n_2)} & \ldots & \mathbf{X}^{(2)} \\
\mathbf{X}^{(2)} & \mathbf{X} & \ldots & \mathbf{X}^{(n_2)} \\
& & \ddots & \mathbf{X}^{(n_3-1)} \\
\mathbf{X}^{(n_2)} & \ldots & \mathbf{X}^{(n_3-1)} & \mathbf{X}^{(n_1)}
\end{pmatrix},
\]

and the block diagonal matrix and its opposite operation:

\[
\text{bdiag}(\mathbf{X}) := \begin{pmatrix}
\mathbf{X}^{(1)} \\
\mathbf{X}^{(2)} \\
& & \ddots \\
\mathbf{X}^{(n_3)}
\end{pmatrix}, \quad \text{bdvec}(\text{bdiag}(\mathbf{X})) = \mathbf{X}.
\]

A. Tensor Singular Value Decomposition t-SVD

The t-product between two third-order tensors can be defined as follows [22]:

**Definition 1 (t-product):** Let \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) and \( \mathcal{B} \in \mathbb{R}^{n_1 \times n_2 \times n_5} \); the t-product \( \mathcal{C} = \mathcal{A} \ast \mathcal{B} \) is a tensor of size \( n_1 \times n_3 \times n_5 \) where the \((i,j,k)_b\) tubal is denoted by \( \mathcal{C}(i,j,:) \) for \( i = 1, 2, \ldots, n_1 \) and \( j = 1, 2, \ldots, n_4 \) of the tensor \( \mathcal{C} \) is given by \( \sum_{k=1}^{n_3} \mathcal{A}(i,j,k) \ast \mathcal{B}(k,j,:). \)

Note that the t-product reduces to the standard matrix by matrix product when \( n_3 = 1 \), and is analogous to the matrix by matrix product except that the circular convolution replaces the product operation between the elements, which are now tubal elements. The t-product is given as follows:

\[
\mathcal{C} = \mathcal{A} \ast \mathcal{B} = \text{bvec}(\text{bcirc}(\mathcal{A})) \ast \text{bvec}(\mathcal{B}).
\]

The t-SVD of \( \mathbf{X} \) is given by Theorem 2.

**Theorem 2 (t-SVD):** For \( \mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the t-SVD of \( \mathbf{X} \) is given by

\[
\mathbf{X} = \mathbf{U} \ast \mathbf{S} \ast \mathbf{V}^T,
\]

where \( \mathbf{U} \) and \( \mathbf{V} \) are orthogonal tensor of size \( n_1 \times n_1 \times n_3 \) and \( n_2 \times n_2 \times n_3 \), respectively. \( \mathbf{S} \) is a rectangular f-diagonal tensor of size \( n_1 \times n_2 \times n_3 \), and \( \ast \) denotes the t-product.
We can obtain the t-SVD by computing matrix SVDs in the Fourier domain, see Algorithm 1. Figure 2 illustrates the t-SVD factorization. The t-SVD allows the tensor \( \mathbf{X} \) to be written as a finite sum of outer product of matrices [21]:

\[
\mathbf{X} = \sum_{i=1}^{\min(n_1,n_2,n_3)} \mathbf{U}(i,:) \circ \mathbf{S}(i,:) \circ \mathbf{V}(i,:)^T.
\] (6)

Note that the t-SVD can be efficiently computed based on the matrix SVD in the Fourier domain. This is based on a key property that the block circular matrix can be mapped to a block diagonal matrix in the Fourier domain [21], i.e.,

\[
\begin{pmatrix}
\mathbf{X}_f^{(1)} \\
\vdots \\
\mathbf{X}_f^{(n_3)} \\
\end{pmatrix} = 
\begin{pmatrix}
\mathbf{U}_f^{(1)} \\
\vdots \\
\mathbf{U}_f^{(n_3)} \\
\end{pmatrix} \circ 
\begin{pmatrix}
\mathbf{S}_f^{(1)} \\
\vdots \\
\mathbf{S}_f^{(n_3)} \\
\end{pmatrix} \circ 
\begin{pmatrix}
\mathbf{V}_f^{(1)} \\
\vdots \\
\mathbf{V}_f^{(n_3)} \\
\end{pmatrix},
\]

where \( \circ \) denotes common matrix product, and we have \( n_3 \) blocks matrix SVD: \( \mathbf{X}_f^{(i)} = \mathbf{U}_f^{(i)} \circ \mathbf{S}_f^{(i)} \circ \mathbf{V}_f^{(i)}^T, \quad i = 1, \ldots, n_3. \)

**Algorithm 1: t-SVD**

1. Procedure: T-SVD (Data tensor \( \mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \))
2. \( \mathbf{X}_f = \text{fft}(\mathbf{X}, [1, 3]) \)
3. for \( k = 1:n_3 \) do
4. \( \{\mathbf{U}, \Sigma, \mathbf{V}\} = \text{SVD}(\mathbf{X}_f^{(k)}); \)
5. \( \mathbf{U}_f^{(k)} = \mathbf{U}, \mathbf{S}_f^{(k)} = \Sigma, \mathbf{V}_f^{(k)} = \mathbf{V}; \)
6. \( \mathbf{U} = \text{ifft}(\mathbf{U}_f, [1, 3]); \)
7. \( \mathbf{S} = \text{ifft}(\mathbf{S}_f, [1, 3]); \)
8. \( \mathbf{V} = \text{ifft}(\mathbf{V}_f, [1, 3]). \)
9. return \( \mathbf{U}, \mathbf{S}, \mathbf{V}. \)

**B. Tensor Nuclear Norm via t-SVD**

Now, we introduce the tensor tubal rank and nuclear norm [15,22,24,25].

**Definition 3** (tensor tubal rank) [15]: The tensor tubal rank, denoted as \( \text{rank}_t(\mathbf{X}) \), is defined as the number of nonzero tubal of \( \mathbf{S} \), where \( \mathbf{S} \) is from the t-SVD of \( \mathbf{X} = \mathbf{U} \circ \mathbf{S} \circ \mathbf{V}^T \). That is,

\[
\text{rank}_t(\mathbf{X}) = \# \{i: \mathbf{S}(i,:) \neq \mathbf{0}\}.
\]

**Definition 4** (tensor nuclear norm) [25]: The tensor nuclear norm of a tensor \( \mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) (denoted as \( \|\mathbf{X}\|_n \)) is defined as the average of the nuclear norm of all the frontal slices of \( \mathbf{X}_f \), i.e., \( \|\mathbf{X}\|_n = \frac{1}{n_3} \sum_{i=1}^{n_3} \|\mathbf{X}^{(i)}_f\|_n \).

The tensor nuclear norm, which is defined in the Fourier domain, is the tightest convex relaxation of the tensor tubal rank. As following [25], \( \|\mathbf{X}\|_n = \frac{1}{n_3} \|\text{cirk(X)}\|_n \), the tensor nuclear norm equals the nuclear norm of the block circular matrix in the original domain. The tensor nuclear norm is important for our model and solving the optimization equation. Unlike the current approaches that lost optimality in the representation to handle multi-linear data extend the 2D SVD-based vector space approach to the high-order (\( N > 2 \)) case, our approach is based upon recent results on decomposition of tensor [22]. In the next section we will undertake a novel study for HSI denoising (tensor data) using a graph regularization tensor robust principal component analysis model based on the tensor nuclear norm.

**3. GRAPH-REGULARIZED TENSOR ROBUST PRINCIPAL COMPONENT ANALYSIS**

In this section, the graph-regularized tensor robust principal component analysis method is presented. The method takes the intrinsic geometric structure of the subimages in different bands into consideration. It can be achieved by incorporating manifold learning into the TRPCA [15,25] framework, which is a natural extension of RPCA [26].

**A. Model**

For the case of noisy HSI data \( \mathbf{X} \), we seek a robust \( \mathcal{L} \) on graph \( \mathcal{G} \). On the one hand, to take full advantage of the high spectral correlation between the observation images in distinct bands [24], the data tensor \( \mathbf{X} \) is enforced to be low rank; on the other hand, to preserve the intrinsic local structure of the original HSI data, the graph regularizer is incorporated in the objective function. At first, a nearest neighbor graph \( \mathcal{G}^{(0)} \) can be constructed by viewing each \( x_i \) as its vertex. The weight matrix of \( \mathcal{G}^{(i)} \) is denoted by \( W \). If \( x_i \) is one of the \( k \)-nearest neighbors of \( x_j \), the weight is assigned as \( W_{ij} = \exp(-\|x_i - x_j\|^2/\sigma_i^2) \), which is introduced in [17]. To preserve the local geometrical structure in coefficient space, one may naturally hope that, if two data points \( x_i \) and \( x_j \) are close in the graph, their corresponding representations \( l_i \) and \( l_j \) are also close. To achieve so, a reasonable way is to minimize the following function:

\[
\min_{\mathbf{L} \in \mathcal{S}} \lambda \|\mathbf{L}\|_1 + \gamma \sum_{i=1}^{n_3} \text{Tr}(\mathbf{L}^{(i)} \mathbf{G}^{(i)} \mathbf{L}^{(i)^T}) \quad \text{s.t.} \quad \mathbf{X} = \mathbf{L} + \mathbf{S},
\] (7)

where the sparse outliers in the data are modeled by \( \mathbf{S} \) and \( \mathbf{L} \) is the low tensor multi-rank approximation of \( \mathbf{X} \). Parameters \( \lambda \)
and $\gamma$ control the amount of sparsity of $\mathcal{S}$ and smoothness of $\mathcal{L}$ on the graph $\mathcal{G}$, respectively.

We name our proposed model as graph-regularized tensor robust principal component analysis. An ADMM-based [31–34] algorithm is proposed to solve this optimization problem in Subsection 3.C.

B. Graph Generation

We build the undirected graph $\mathcal{G}$ from the input HSI by using a standard and fast $K$-nearest neighbor strategy. The first step is to search the closest neighbors for all the subimages of HSI using Euclidean distances. We connect each $x_i$ to its nearest neighbors $x_{j_i}$, resulting in the number of connections. The $K$-nearest neighbors are nonsymmetric. The second step is to compute the graph weight matrix $W$ as

$$W_{ij} = \begin{cases} \exp\left(-\frac{||x_i-x_j||^2}{\sigma^2}\right) & \text{if } x_j \text{ is connected to } x_i, \\ 0 & \text{otherwise.} \end{cases}$$

The parameter $\sigma$ can be set empirically. Finally, in the third step, the normalized graph Laplacian $\mathcal{G}^{(i)} = D - W$ is calculated, where $D$ is the diagonal degree matrix $D_{ii} = \sum_j W_{ij}$.

For all the experiments in this paper, we use the following parameters for graph $\mathcal{G}^{(i)}$. $K$-nearest neighbors $= 12$ and $\sigma^2 = 0.02$. It is important to point out here that different types of data might call for slightly different parameters for graphs. However, for a given dataset, the use of the same graph parameters for all the graph-regularized models ensures a fair comparison.

C. Algorithm

By following the ADMM [31], Eq. (7) is first converted into the equivalent problem

$$\min_{\mathcal{L}, \mathcal{S}, \mathcal{W}} \| \mathcal{L} \|_\star + \lambda \| \mathcal{S} \|_1 + \gamma \sum_{i=1}^{n_1} \text{Tr}(\mathcal{W}^{(i)} \mathcal{G}^{(i)} \mathcal{W}^{(i)T})$$

s.t. $\mathcal{X} = \mathcal{L} + \mathcal{S}$,

$$\mathcal{L} = \mathcal{W},$$

where $\mathcal{W}$ is an auxiliary variable.

In order to efficiently solve the optimization Eq. (8), the augmented Lagrangian multiplier [35] method is utilized. Then the augmented Lagrange multipliers are added to the above objective function making it an unconstraint optimization problem. Following the method in [35], Eq. (8) can be transformed as the following augmented Lagrange function:

$$(\mathcal{L}_k, \mathcal{S}_k, \mathcal{W}_k) = \min_{\mathcal{L}, \mathcal{S}, \mathcal{W}} \| \mathcal{L} \|_\star + \lambda \| \mathcal{S} \|_1$$

$$+ \gamma \sum_{i=1}^{n_1} \text{Tr}(\mathcal{W}^{(i)} \mathcal{G}^{(i)} \mathcal{W}^{(i)T})$$

$$+ (\mathcal{Z}_1^k, \mathcal{X} - \mathcal{L} - \mathcal{S}) + \frac{\mu_1}{2} \| \mathcal{X} - \mathcal{L} - \mathcal{S} \|_F^2$$

$$+ (\mathcal{Z}_2^k, \mathcal{W} - \mathcal{L}) + \frac{\mu_2}{2} \| \mathcal{W} - \mathcal{L} \|_F^2;$$

$$\mathcal{Z}_1^k = \mathcal{Z}_1^k + \mu_1 (\mathcal{X} - \mathcal{L}_k - \mathcal{S}_k);$$

$$\mathcal{Z}_2^k = \mathcal{Z}_2^k + \mu_2 (\mathcal{W}_k - \mathcal{L}_k).$$

where $\mathcal{Z}_1$ and $\mathcal{Z}_2$ are the Lagrange multipliers. The above equation can be solved by fixing the other variables and optimizing it with only one variable.

Fixing variables $\mathcal{S}$ and $\mathcal{W}$, update $\mathcal{L}_{k+1}$ by

$$\mathcal{L}_{k+1} = \arg \min_{\mathcal{L}} \| \mathcal{L} \|_\star + \frac{\mu_1}{2} \| \mathcal{X} - \mathcal{L} - \mathcal{S}_k + \frac{\mathcal{Z}_1^k}{\mu_1} \|_F^2$$

$$+ \frac{\mu_2}{2} \| \mathcal{W}_k + \frac{\mathcal{Z}_2^k}{\mu_2} \|_F^2$$

$$= \arg \min_{\mathcal{L}} \| \mathcal{L} \|_\star + \frac{\mu_1 + \mu_2}{2} \| \mathcal{L} - \mu_1 \mathcal{H}_1^k + \mu_2 \mathcal{H}_2^k \|_F^2,$$

(10)

where $\mathcal{H}_1^k = \mathcal{X} - \mathcal{S}_k + \frac{\mathcal{Z}_1^k}{\mu_1}$ and $\mathcal{H}_2^k = \mathcal{W}_k + \frac{\mathcal{Z}_2^k}{\mu_2}$. The solution of Eq. (10) is given by the iterative singular-tubal shrinkage using convolution operation between the singular tubes and a tube of threshold vectors [15].

Following a similar procedure, we can write the update for $\mathcal{S}_{k+1}$:

$$\mathcal{S}_{k+1} = \arg \min_{\mathcal{S}} \| \mathcal{S} \|_1 + \frac{\mu_1}{2} \| \mathcal{X} - \mathcal{L}_{k+1} + \frac{\mathcal{Z}_1^k}{\mu_1} \|_F^2.$$  (11)

By keeping only the terms with $\mathcal{W}$ in Eq. (9), we get

$$\mathcal{W}_{k+1} = \arg \min_{\mathcal{W}} \sum_{i=1}^{n_1} \text{Tr}(\mathcal{W}^{(i)} \mathcal{G}^{(i)} \mathcal{W}^{(i)T})$$

$$+ \frac{\mu_2}{2} \| \mathcal{W} - \mathcal{L}_k - \frac{\mathcal{Z}_2^k}{2} \|_F^2.$$  (12)

See Algorithm 2 for the optimization details. The shrinkage operation in the Fourier domain on the singular values of the tensor is computed by Algorithm 1.

Algorithm 2: Algorithm for GTRPCA

1. Procedure GTRPCA (Data $\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, graph $\mathcal{G}$, $\lambda, \gamma, \epsilon$).
2. $\mu_1 = 10^{-6}, \mu_2 = 10^{-6}$, $\mu_{max} = 10^6$, $\rho = 1.1$.
3. while $\| \mathcal{X}_{k+1} - \mathcal{X} \|_F \geq \epsilon$ and $\| \mathcal{S}_{k+1} - \mathcal{S}_k \|_F \geq \epsilon$ do
4. Update $\mathcal{L}_{k+1}$ as Eq. (10);
5. Update $\mathcal{S}_{k+1}$ as Eq. (11);
6. Update $\mathcal{W}_{k+1}$ as Eq. (12);
7. Update the multipliers $\mathcal{Z}_1^k, \mathcal{Z}_2^k$ as Eq. (9);
8. Update the parameter:
9. $\mu_1 = \min(\mu_1, \mu_{max})$;
10. $\mu_2 = \min(\mu_2, \mu_{max})$;
11. return $\mathcal{L}_{k+1}, \mathcal{S}_{k+1}$.

4. EXPERIMENTS

The experiments are conducted on both synthetic and real captured datasets. Both the qualitative and quantitative comparison with the state-of-the-art algorithms demonstrate the effectiveness of the proposed methods. The basic parameters are set as follows: iteration number $K_{max} = 100$ and regularization parameter $\lambda = \frac{1}{\sqrt{\max(n_1, n_2)n_3}}$ [26], $\epsilon = 1e - 8$, $\gamma = 0.1$.

A. Synthetic Hyperspectral Images Denoising

A synthetic HSI dataset [36] consisting of a variety of different scenes and objects is utilized to test the performance of the proposed method. Each HSI has 512 x 512 spatial pixels and
31 spectral bands (ranging from 400 to 700 nm at an interval of 10 nm). The 16-bit image intensity is scaled to \([0, 1]\). Additive Gaussian noise with different standard derivations (which is denoted as \(\nu\)) is added to the HSIs.

We have compared the proposed method with several recently developed multi-spectral image denoising methods, including band-wise BM3D [7], block-matching and 4-D filtering (BM4D) [8], tensor dictionary learning (TensorDL) [11], 3 dimension k-SVD (3DK-SVD) [9], low-rank tensor approximation (LRTA) [10], PARAFAC [5], and TRPCA [15]. To further verify the effectiveness of the proposed graph, the TRPCA method is also included.

To quantitatively evaluate the performance, the peak signal-to-noise ratio (PSNR) [37] and structure similarity (SSIM) [38] indices are employed. Both PSNR and SSIM are calculated on each 2D spectral band image and averaged over the spectral dimension.

Real-world HSIs are usually contaminated by several different types of noises, including the most common Gaussian noise, mixture noise, and strips [39]. In order to simulate these

Table 1. Quantitative Comparison for Different Noise Levels on the Synthetic Dataset

<table>
<thead>
<tr>
<th>Noisy Type</th>
<th>(\nu = 0.15)</th>
<th>(\nu = 0.20)</th>
<th>(\nu = 0.25)</th>
<th>Striping Noisy</th>
<th>Mixture Noisy</th>
<th>(\nu = 0.15 - 0.25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>PSNR (dB)</td>
<td>SSIM</td>
<td>PSNR (dB)</td>
<td>SSIM</td>
<td>PSNR (dB)</td>
<td>SSIM</td>
</tr>
<tr>
<td>Noisy</td>
<td>16.474</td>
<td>0.141</td>
<td>13.975</td>
<td>0.098</td>
<td>12.037</td>
<td>0.072</td>
</tr>
<tr>
<td>BwBM3D [7]</td>
<td>33.326</td>
<td>0.918</td>
<td>31.847</td>
<td>0.900</td>
<td>30.479</td>
<td>0.873</td>
</tr>
<tr>
<td>BM4D [8]</td>
<td>36.213</td>
<td>0.947</td>
<td>35.45</td>
<td>0.906</td>
<td><strong>34.421</strong></td>
<td><strong>0.887</strong></td>
</tr>
<tr>
<td>TensorDL [11]</td>
<td>35.329</td>
<td>0.941</td>
<td>33.659</td>
<td>0.913</td>
<td>32.284</td>
<td>0.883</td>
</tr>
<tr>
<td>3DK-SVD [9]</td>
<td>29.648</td>
<td>0.770</td>
<td>28.191</td>
<td>0.735</td>
<td>26.899</td>
<td>0.701</td>
</tr>
<tr>
<td>LRTA [10]</td>
<td>33.373</td>
<td>0.892</td>
<td>31.920</td>
<td>0.865</td>
<td>30.867</td>
<td>0.836</td>
</tr>
<tr>
<td>PARAFAC [5]</td>
<td>31.045</td>
<td>0.875</td>
<td>30.455</td>
<td>0.841</td>
<td>29.526</td>
<td>0.793</td>
</tr>
<tr>
<td>TRPCA [15]</td>
<td>32.965</td>
<td>0.935</td>
<td>31.385</td>
<td>0.910</td>
<td>30.238</td>
<td>0.883</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>36.831</strong></td>
<td><strong>0.973</strong></td>
<td><strong>35.6233</strong></td>
<td><strong>0.9125</strong></td>
<td><strong>34.417</strong></td>
<td><strong>0.886</strong></td>
</tr>
</tbody>
</table>
real HSI noise scenarios, we added three kinds of noises to the original HSI data.

- Gaussian noise: Entries in all bands were corrupted by zero-mean i.i.d. Gaussian noise $\mathcal{N}(0, \sigma^2)$.
- Striping noise: 20 bands in synthetic data were randomly chosen to add stripe noise. The number of strips in each band is ranging from 20 to 40.
- Mixture noise: Each band was randomly corrupted by at least one kind of Gaussian noise or stripe noise.

The average assessments are shown in Table 1. It is obvious that our method outperforms the other methods by at least 0.62 dB and 0.17 dB PSNR improvement, and 0.026 and 0.02 SSIM improvement at $\sigma = 0.15$ and $\sigma = 0.20$, respectively, which has demonstrated the effectiveness of our proposed method. In addition, when the noise level continues to grow ($\sigma = 0.25$), our method also achieves comparable performance with the best one. On the more practical complicated non-i.i.d. Gaussian noise case, the advantage of the proposed method is evident.

For qualitative comparison, we also show the reconstructed 2D image at 530 nm of the Paints dataset in Fig. 3 and the results at the 700 nm band of the Chart and Staffed toy dataset in Fig. 4. The close-up of the region marked by the red box is given to show details. It should be noted that our method performs well both for large structures and fine details, while

---

**Fig. 4.** Image at 700 nm of the chart and staffed toy dataset. (a) The corresponding images corrupted by Gaussian noise with variance $\sigma = 0.20$. (b)–(g) The restored image obtained by the seven utilized HSI denoising methods. (h) The restored image obtained by the no-graph (TRPCA) HSI denoising method. (i) The restored image obtained by the graph-regularized (GTRPCA) HSI denoising method. (j) The image of clean data (ground truth). The red and yellow rectangular areas in each image are zoomed up and the same degree of contrast for easy observation of details.

**Fig. 5.** Graph method (GTRPCA) and no-graph method (TRPCA) compared to verify the effectiveness of GTRPCA in synthetic dataset (Paints) corrupted by Gaussian noise with variance $\sigma = 0.15$. (a) Four selected spatial points in the original hyperspectral image (synthesized to the RGB format). (b)–(e) The restored spectra of points A, B, C, and D by the different utilized HSI denoising methods.

For an intuitive comparison in the spectral domain, Fig. 5 shows the reconstructed spectra at four distinct pixels. It can be seen that the spectral signature reconstructed by our method is closest to the ground truth.

We attempt to illustrate that the proposed GTRPCA method can still preserve the useful spectral information of the original hyperspectral image while removing the noise. To this end, the reflectances of several points are presented with no graph and graph denoising, respectively. The reflectance spectrum at each pixel was computed from the measured multi-spectrum image using calibrated estimates of the illumination spectrum and camera spectral response (http://www.cs.columbia.edu/CAVE/databases/multispectral/). Figure 5 shows the reflectance of different points (A and B) from bands 1–31 of the synthetic HSI dataset. It can be seen form Fig. 5 that most of the spectral information is well preserved when using the graph TRPCA method. The reason for the difference of the reflectance near band 31 may be attributed to the impact of noising in the sub-image in band 31, which also demonstrates the ability of GTRPCA in HSI denoising to some extent. Here, we observe that, in all cases, we obtain higher denoising accuracy in GTRPCA representation.

To further verify the effectiveness of the proposed approach, we have used the Pearsonian correlation coefficient (PCC) [40,41] and S-CIELAB [42] to evaluate the efficiency of the proposed method. PCC comparison for different noising methods on the synthetic dataset is presented in Table 2. We calculate the S-CIELAB error image as [42], and the results are shown in Fig. 6. It obviously shows that our proposed method is more effective than the others.

### B. Real Hyperspectral Images Denoising

1. **Indian Pines Datasets**

The AVIRIS Indian Pines test datasets, which were provided by professor David Landgrebe and can be downloaded from https://purr.purdue.edu/publications/1947/1, are used in the first real data experiment. The data size is 145 * 145 pixels, with 220 bands. Before the denoising processing, the atmospheric and water absorption bands from bands 150–163 were...

![Fig. 6.](image)

**Fig. 6.** S-CIELAB error images by the different utilized HSI denoising methods.

![Fig. 7.](image)

**Fig. 7.** Qualitative comparison on the real-world AVIRIS Indian Pines datasets (images at third band). The restored image obtained by the different HSI denoising methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>BWKSVD</th>
<th>BWBM3D</th>
<th>KSVD</th>
<th>TRPCA</th>
<th>LRTA</th>
<th>PARAFAC</th>
<th>TDL</th>
<th>BM4D</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCC [40]</td>
<td>0.2044</td>
<td>0.8286</td>
<td>0.5518</td>
<td>0.8010</td>
<td>0.9106</td>
<td>0.8231</td>
<td>0.8959</td>
<td>0.8075</td>
<td>0.9524</td>
</tr>
</tbody>
</table>

---

Table 2. Pearsonian Correlation Coefficient Comparison for Different Denoising Method on the Synthetic Dataset
removed from the original hyperspectral image. Therefore, there were only 206 bands used in the experiment.

The denoised images at the third band are shown in Fig. 7. It can be clearly seen that the proposed GTRPCA gives better denoised results than the other seven methods.

The reference noise-free image is not available in the Indian Pines dataset. Thus, the quantitative evaluations cannot be implemented on each denoised image to evaluate the denoising algorithms.

2. Real Captured Hyperspectral Images Denoising

We also test the proposed method on the real captured hyperspectral image. The image consists of 214 * 407 spatial pixels and 25 spectral bands (ranging from 600 to 1000 nm), which was captured by the BaySpec Compact OCI(TM)-2000 Snapshot Spectral Imager (http://www.bayspec.com/spectroscopy/snapshot-hyperspectral-imager/). As the scene is illuminated by the poor reflected sunlight into the room, the captured image is severely polluted by noise.

We show the denoising results at the 740 nm band of the test HSI in Fig. 8. It can be easily observed that the image restored by our method is capable of properly removing the noise while finely preserving the structure underlying the HSI.

5. CONCLUSION

In this paper, we provided a novel HSI denoising model that incorporates spectral graph regularization into the tensor robust PCA framework. We also designed an efficient ADMM algorithm to solve the model. The experiments on both synthetic and real-captured data have demonstrated the superiority of the proposed method beyond the existing methods.
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